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What is In-Context Learning (ICL)?

Circulation revenue has increased by 5%
in Finland. // Positive

Circulation revenue has increased by
5% in Finland. // Finance

Panostaja did not disclose the purchase
price. // Neutral

Paying off the national debt will be
extremely painful. // Negative

The company anticipated its operating
profit to improve. //

They defeated ... in the NFC
Championship Game. // Sports

Apple ... development of in-house
chips. // Tech

The company anticipated its operating
profit to improve. /

Ability of a LM to complete
aquery based on
input-output examples
given in context

Same sentence may have
different concepts but LM
figures the target
underlying concept and
predicts!



What can it do?
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e Beats SOTA benchmarks for LAMBADA
(commonsense sentence completion) and
TriviaQA (question-answering)

e Beats models trained with supervision

Beyond benchmarks:

e Write code from natural language

descriptions
e Generalizing spreadsheet functions (better

FlashFill)



Why is it mysterious?

e Task mismatch: LLMs are pre-trained for next-token prediction ONLY; Model not explicitly
pre-trained to learn from examples
e No weight updates/fine-tuning; everything computed and stored in forward pass!

From a human perspective, it still feels like next-token prediction. Why not for LLMs?

LLMs pre-trained for next-token prediction on coherent data

Within a context, no abrupt transitions

(Pre-training distribution) != (Prompt distribution) due to abrupt low-probability transitions
No encoder-decoder architecture to force LM to learn underlying concept



Example: Wiki bios

Pre-training text

Albert Einstein was a German-born theoretical
physicist, widely acknowledged to be one of the
greatest and most influential physicists of all time.

Structure

PT Structure Name -> Nationality -> Occupation -> ...
Prompt Albert Einstein was German
Mahatma Gandhi was Indian
Marie Curiewas ?
Prompt Name -> Nationality -> \n -> Name -> Nationality -> \n

Very low probability
transitions:

German -> Mahatma
Indian -> Marie



Proposed framework

Step Humans LM
1 Observe all examples at once Input: Prompt (= |O pairs with delimiters)
2 Extract common underlying concept | Infer/Locate 8" (latent) from prompt

from given examples

3 Apply it to new example DY eet | Xieerr ©)

Note: This is a possible theory; many others such as meta-gradients
We study a toy dataset (and not real text)



Bayesian Inference view

p(output|prompt) = / p(output|concept, prompt)p(concept|prompt)d(concept)
concept
e Prompt provides evidence for model to sharpen the posterior distribution over concepts
e  p(concept | prompt) concentrates on the underlying prompt concept
e We want p(concept | prompt) to converge to a delta distribution and pick out the correct concept

Key logical leap:

e LMwillinfer prompt concept from in-context examples, even though prompts are sampled from a
very different distribution!
e Connectionto pre-training: to generate coherent text over time, it must learn underlying concept



Example of a prompt

1. Pretraining documents

are conditioned on a
latent concept (e.g.,

Concept
(e.g., wiki bio)

Albert Einstein was a German theoretical physicist, widely
acknowledged to be one of the greatest physicists of all time.
Einstein is best known for developing the theory of relativity, but

biographical text)

he also ....
Input (x) Output(y)  Delimiter
00D low-prob transitions
s be |
i;:::::s'?:‘::‘;";:‘e;: d / Albert Einstein was German \n ﬂ ”me" R
concept. If we focus on full a .
names, wiki bios tend to oncep : Albert Einstein was German \n Mahatma Gandhi was Indian \n Marie Curie was
relate them to nationalities. (e.g., wiki bio) MEIAIOR GAnch Was s

VU UL

In-distribution transitions
reveal information about 8*

\ Marie Curie was

3. Concatenate examples into a prompt and predict next word(s). Language model (LM) implicitly
infers the shared concept across examples despite the unnatural concatenation

B ..brilliant?
...Polish?

Albert Einstein was German \n Mahatma Gandhi was Indian \n Marie Curiewas =—| LM |—  Polish




Pre-training distribution

P12

Each document is alength T sequence sampled by: Q' Ql _ Ql Ql |

¢y(0y)

@ R %2
p(OI, ceny OT) = / p(O]_, veny OTle)p(G)dO Tiddcn states -
0c® 2(0;

Observations

p(ol, o oTI 6) defined by Hidden Markov Model

0 defines transition probability matrix for hidden statesh,, ..., h.

Intuitively, 8 models document-level statistics such as format, sentiment, topic, etc.
We wish to infer 8 from the prompts

Note: This is an assumption about how text is generated

Assumption: Language model and data large enough to fit pre-training distribution
ie. I:)model - IDtext =P



Prompt distribution

e Fori=1,..,n,theitdemonstration O.= [xi, yi] where x. is input token sequence, y. is output token
e Each O, independently generated using:
1. Generate start hidden state hftart from prompt start distribution p
Why the same distribution?)
2.p(0i| hism”, 0) = Pre-training distribution conditioned on concept 6’

(ideally included in 67

prompt

e Promptis asequence of demonstrations S_followed by test example x__:

delim delim delim
[Sn;xtest] = [01,0 4 30270 ! yeeey O . ,Onyxtest] ~

delim delim delim

pprompt
= [X1,Y1,0 y X2,)2,0 s+ Xny Yn, O 7xtest]



Key Result

tart
By structure of prompt: Ytest ~ Pprompt (Y| Ttest) = Engarip oo (i ze) [P(Y]Ttest, Pigst »0")]

. \ Abuse of notation: doesn’t p orompt capture sequence of
Under some assumptions, as n — oo, prompts? How can it capture p (h, 2| x __)or

prompt® ‘test test

?
pprompt(Y|Xtest)

argmax yp yl Sns Trest) = argmayp ylg Tpest) = ar g’nalypplomp((ylllesf)

What we can By definition of

More examples — More signals for Bayesian Inference — Smaller Error




Heuristic Derivation

p(ylsmintest) = /p(y|Smwtest,a)p(9|sn>xtest)d9
6

x / (Y| Sn, Ttest, 0)P(Sn, Trest|0)p(6)dd  (Bayes’ rule, drop the constant

Sn,s Ttest| €
= [ 3 plylon i OIS, 2, ) 2 E) g0
h:;:{‘eH P( ny xtest\ )

(Law of total prob, Markov property, divide by p(Sy, Ztest|0”) (a constant))

p(STL) xtest))

/ Z |:L'tesh h:égta 0) (h?é:ft|sn7 Ttest, 0) exp(n ’ Tn(e))p(e)de
hstarteH

exp(n.rp(0)) =0 Y 6 #6
exp(n.ry(d)) —1 ¥ 6=06"

— Simplify — p(y | x,., 6)



Sketch for limit of r_(6)

Key challenge: Sequence of examples S_in p(.) while p(.) generates each example independently

Solution: Factorise examples using assumptions on delimiter tokens i.e. prove:

n

P(Sn, Teest|0) = P(Trest|Sn, 0)p(Sn|0) ~ [ [ O(1)p(0:l6)

i=1

S

- . en p(0|6)
Then’ we can upper bound rn(e)_ T'n(e) S (O(n) + Z=Zl lOg p(01|0*)) - O(l) + ]EONpprompt [log P(Olg*):l

K L(pprompt(0) [P(016%)) — K L(Pprompt(0)|p(016))

<c Break into k (# tokens) KL terms
These are large due to mismatch



Generative IN-Context learning (GINC) dataset

e HMM hidden state at time t:
h, =[v,,s]where
v, = entity (e.g. Einstein)
s, = property (e.g. nationality, last name, etc.)

— e Entities and Properties are modelled as independent
Memory matrix M= g \n Albert Einstein German was vee Markov Chalns
g W B i ) [N e e Emission token is deterministic

givenv, ands.: M[vt, st]
e Entity changes slowly: p(change) < 0.1
e Property changes quickly



GINC (continued)

Pretraining document

f/ hxax oa k au ap /
a ouauae f ao an / ah
uyasakauijwaxl
aw r aeaugauap / / u
ajaedahxafuaji
r jwjasy xniap

In-context Prompt

l aw ac / ax aj ae / ac j

Concept 6: property transition matrix

5 Transition matrices generated independently (one for
each concept)

E.g. one for wiki bios, one for conversation, one for news
Entity transition fixed for all concepts (Why? Leads to
different formatting of same set of ideas)

Uniform mixture of HMMs over 5 concepts generates 1000
documents with ~10 million tokens total

Start distribution: uniform across all 100 hidden states



GINC prompt generation

1. Sample concept 8 uniformly at random
(choosing HMM mixture)

2. Then,sample uniformly for entities but fixed
starting property (sampled uniformly) to

Empirical HMM model (Prompt distribution)

@ Transition matrix for properties (s) . . o .
P . - maintain consistency in task e.g.

R . . \ ) , s . . . a.  Entity: Sample uniformly from {Curie, Gandhi,
Hidden B Curie} for each example
states .

v= 11 1 1 2 2 2 2 2 b.  Property: Sample uniformly from {Name, DOB

| 1 | | | | ] month, Nationality} and fix for this prompt
, : c.  Generate k tokens using HMM

Prompt  M([v,,s,] =  Albert Einstein was \n  Mah Gandhiwas  Indian  \n

d. Repeat aand c while using fixed start property
fromb

3. Forthelast example, generate k - 1 tokens and
use last as ground truth



Simulations
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Accuracy = Number of correct output predictions

[Chance perf. = 1/vocab size where vocab size in {50, 100, 150}]
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e 7Tsequence length
e T number of examples

Intuition: both help distinguish
between transition matrix of concepts

Expected as more signal for inferring
concept

LSTM >~ Transformer!



Empirical evidence for inferring 0”

3
—e— k=5 —e— k=5 —e— k=5

2 —— k=8 —e— k=8 e k=8
8 —e— k=10 —a— k=10 " —— k=10
< <

1

0 20 40 60 0 20 40 60 0 20 40 60
Num examples Num examples Num examples
Pre-train on random transitions -> Unseen concepts -> fails to extrapolate Pre-trained on only one concept
chance perf.
p So? Helps test if a concept was present in PT data.
Consequence: If Wiki bio never seen during PT, Flat curves

o .
So?Nou nderlyl ng structure difficult to expect the model to complete nationalities

in the given format



When there is no underlying concept

No explanation for experiment with only one concept!!

Guesses:

Intuitively, if we have only concept, the task is easier?

If only one concept, say Wiki bios, transition matrix (for properties) is fixed

Model, during PT, still needs to learn the transitions for next-token prediction

What is it instead learning, in order to minimize PT loss?

Does diversity in concepts force it to factorise text into properties and entities, which are crucial
for in-context learning? But model is very large? No forced factorization?



Effect of model size and architecture

Model # Params (pzreatru;ig)inssg) (pr\e/étlrlalicx)lsii\ g) In-context Acc
Vocab size 50, k = 10,n = 64
Transformer (4 layer) 29M 1.49 1.50 60.2 +5.7
Transformer (12 layer) 85M 1.31 1.33 81.2+71
Transformer (16 layer) 115M 131 1.33 84.7 + 3.4
LSTM 28M 1.31 1.35 958 +1.11
Vocab size 100, k = 10,n = 64
Transformer (4 layer) 29M 1.58 1.59 67.4 +4.7
Transformer (12 layer) 85M 1.40 1.42 84.6 + 3.0
Transformer (16 layer) 115M 141 143 88.7t1.6
LSTM 28M 143 1.44 95.8 £ 1.54
Vocab size 150, k = 10,n = 64
Transformer (4 layer) 29M 1.44 1.45 928 +1.9
Transformer (12 layer) 85M 1.27 1.28 98.4+0.4
Transformer (16 layer) 115M 1.27 1.28 98.1 +0.5
LSTM 28M 1.26 1.31 99.2 4+ 1.06

Observation:
Even when pre-train loss is same,
performance increases

Explanation:
Overparameterization

LSTM > Transformer
Why? Similar to HMM in
architecture!



Sensitivity to Example Ordering
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Prompts generated from single context
Each training set ID contains 4 prompts

Each of the 4! = 24 permutations of these 4
prompts is one single dot

10-40% variation in performance! (reported in
another paper)

Not good!!



Questions

e Prompts such as[“News” // positive] is also low probability?
Where in the architecture is the concept found? Is it distributed across weights or can we extract is

from one of the layers?
e Whereis M[vt, st] stored in the model?
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